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Abstract

Sustainable development requires a significant

change in our dietary habits. Argument min-

ing can help achieve this goal by both affecting

and helping understand people’s behavior. We

design an annotation scheme for argument min-

ing from online discourse around sustainable

diets, including novel evidence types specific

to this domain. Using Twitter as a source, we

crowdsource a dataset of 597 tweets annotated

in relation to 5 topics. We benchmark a variety

of NLP models on this dataset, demonstrating

strong performance in some sub-tasks, while

highlighting remaining challenges.

1 Introduction

In Natural Language Processing (NLP), impact on

climate change is usually only framed in the context

of efficiency Strubell et al. (2019); Schwartz et al.

(2020); Puvis de Chavannes et al. (2021). While ef-

ficiency improvements are welcome, we risk green-

washing NLP and further neglecting the field’s po-

tential to positively impact climate change. Her-

shcovich et al. (2022) proposed to strive towards

net positive climate impact of NLP by developing

beneficial applications (see §3 for related work in

this direction).

In IBM’s Project Debater (Slonim et al., 2021), a

large team of researchers created a system capable

of autonomously debating a human in a structured

environment. While the system could not convince

many people to switch positions, it helped to ed-

ucate people about certain topics. This can be re-

garded as a first step towards behavioral change

(Boström, 2020; Lockie, 2022).

In this paper we propose to apply debating tech-

nology to promote behavioral change that benefits

the environment and climate: namely, mining argu-

ments that can convince people to undergo a shift to

a more climate-friendly diet (see §2). Our focus is

on extracting and labeling argumentative structures

used in online social media—specifically, Twitter—

and compiling them into a domain-specific English

dataset for green nutrition. Our annotation focuses

on subjective and anecdotal evidence, shifting away

from traditional argument mining methods where

more strict explicit evidence is preferred. This shift

is motivated by sociological research that shows

that anecdotal stories are more persuasive in chang-

ing people’s opinion (Petty et al., 1981; Hidey et al.,

2017). Finally, we train and benchmark baseline

models on the dataset, showing promising results

but also identifying important challenges.1

2 Sustainable Diets

To successfully transform our societies to become

more sustainable, we need to focus on improving

the sustainability of our diets. The EAT-Lancet

report (Willett et al., 2019) has marked this as a

shift away from excessive consumption of animal

protein-heavy diets. However, unfortunately, such

diets are generally quite prevalent in many devel-

oped countries. The science behind the benefits

of such a transition is quite well established (Prag

and Henriksen, 2021), but there is still a lack of

incentives to change habitual behaviors for people

participating. To change such incentives and habits

requires actions from all aspects of society, includ-

ing individual consumers. Loorbach (2009) argues

that the social transition of our diets to becomemore

sustainable requires us to continuously monitor and

evaluate processes across all the societal facets to

help solve issues and update practices.

Therefore to successfully transform our society

to consume a sustainable diet for a successful green

transition, we must change the social and cultural

conditions and traditions around green nutrition.

However, Graça et al. (2019) shows that there is

solid evidence that established dietary preferences

1The dataset and models can be found
in https://github.com/danielhers/
sustainable-diet-arguments-twitter.
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are hard to change for large consumer segments

due to negative taste perceptions and lack of knowl-

edge and skills about healthy and green foods. Here,

we address this challenge by aiming to collect argu-

ments covering various aspects, beyond the obvious

ones about health and climate. Regardless of which

aspects are more convincing, the end result will

benefit the climate—our rationale is that the end

will justify the means.

3 Related work

Positive environmental impact. Machine learn-

ing and related fields have a substantial potential

to help address climate change (Kaack et al., 2022).

Some of the potential paths where NLP can be used

for a positive impact include helping people under-

stand their carbon footprint, facilitating behavior

change towards more sustainable practices, inform-

ing policy and supporting education and financial

regulation (Rolnick et al., 2019). Cross-disciplinary

research with social science can help improve the

understanding of large-scale discourse spread over

multiple channels regarding climate change (Stede

and Patz, 2021). Successful examples include com-

pliance verification of corporate reports: Bingler

et al. (2022) examined annual corporate reports and

found many engage in “cheap talk” (greenwash-

ing), e.g., lacking specificity in climate goals and

activities. Biamby et al. (2022) created a dataset

for and detected images with misleading captions

on Twitter for several topics, including climate

change. These efforts allow for better policy shap-

ing and steering of the online discourse around cli-

mate change, which we hope to achieve with our

work too.

Project Debater. As part of the Debater project

(Slonim et al., 2021), Ein-Dor et al. (2019) created

an end to end argument mining system where topics

are used to mine for arguments in a very large cor-

pus of English newspaper articles and Wikipedia

articles. Toledo-Ronen et al. (2020) subsequently

automatically translated the argument corpus to five

languages, projecting the labels from English. They

additionally collected and annotated crowdsourced

arguments in these languages natively, annotating

argument quality and evidence. They used a large

group of annotators with rigid guidelines, resulting

in high quality multilingual arguments. We use a

similar framework and methodology, but use Twit-

ter as a corpus and focus on English only in this

paper.

Argument mining from social media. Early

work on argumentation mining from Twitter found

it is a feasible but challenging task, due to unique

linguistic properties (register, domain, noisy data)

and differences with respect to established argu-

mentation theories and phenomena, e.g,. the need

to distinguish opinions from facts (Habernal and

Gurevych, 2017; Dusmanu et al., 2017). More re-

cently, Schaefer and Stede (2020) created a dataset

of 300 German tweets containing the word “Klima”

(climate), annotated for three labels: argumenta-

tive, claim and evidence. They experimented with

different models for classifying tweets, using an ar-

gument mining pipeline (Schaefer, 2021) that first

filters out irrelevant tweets, then extracts ADUs (ar-

gument discourse units, namely claims or evidence),

classifies the tweets as either supporting or attack-

ing a claim and builds a graph of ranked arguments.

They stressed the importance of argument quality

prediction as part of the pipeline. Our approach is

similar to Schaefer and Stede (2020)’s, but we leave

argument quality to future work. As examples for

alternative approaches, Schaefer and Stede (2021)

annotated 3244 German Facebook comments on

a political talk show’s page from February 2019.

They classified toxic, engaging and fact-claiming

comments, focus mainly on the latter due to their

relation to evidence detection for argument min-

ing. Cheema et al. (2022) created a multimodal

argument mining dataset with the focus on verifi-

able claims, manually annotating 3000 tweets for

three topics covering COVID-19, climate change

and technology. They found that identifying check-

worthy claims was subjective for both students and

experts, and that pre-trained models yield the best

performance for both modality types. Wojatzki and

Zesch (2016) created a dataset of argumentative

tweets for the topic of atheism, using stance as a

proxy for implicit arguments. They allowed annota-

tors to mark text as lacking context or being ironic,

and asked them to annotate the stance of arguments

towards the topic. They then used this measure as

the signal for implicit arguments. For explicit ar-

guments, the annotators could only annotate stance

towards targets if they had textual evidence.

4 Annotation Scheme

We define an argument mining annotation scheme

based on previous work (Aharoni et al., 2014; Ein-

Dor et al., 2019; Slonim et al., 2021; Schaefer and

Stede, 2020), consisting of Topics and the annota-
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tion labels Argumentative, Claim, Evidence, Evi-

dence type and Pro/Con.

Topics. To be useful for debates and analysis,

arguments are mined with respect to a topic—“a

short, usually controversial statement that defines

the subject of interest” (Aharoni et al., 2014). Top-

ics need to be short, clear, dividing, and relevant

to our central theme of sustainable nutrition. We

also wish for the topics not to be too specific—for

high coverage, we choose broad and simple topics:2

T1 We should reduce the consumption of meat
T2 Plant-based food should be encouraged
T3 Meat alternatives should be encouraged
T4 Vegan and vegetarian diets should be encouraged
T5We should pursue policies that promote sustainable foods

Argumentative. Argumentative is the label that

denotes if a tweet is argumentative for any topic.

This means the tweet contains argumentative struc-

tures such as claims or evidence while having a

clear stance on some topic. We define arguments

broadly, including those that do not refer to the topic

explicitly but whose stance toward it is only implied.

Indeed, Wojatzki and Zesch (2016) achieved a simi-

lar result by using stance detection as a proxy. If an

argument is not clear in its stance, i.e., it is neutral

or unrelated, it is not be considered argumentative.

Claim. A claim is a standpoint towards the topic

being discussed (Schaefer and Stede, 2020). We

expand upon this definition by allowing the stand-

point to indirectly acknowledge the topic discussed,

which is implicit argumentation, or explicitly when

directly acknowledging the discussed topic. If a

claim is not related to the discussed topic, it is not

considered a claim. A claim should further be able

to exist in a self-contained manner, not relying

on external references to fully convey the claim

and stance it takes towards the topic. Therefore, it

should be able to fully articulate the entire claim

without the need for external reference. A tweet

referencing others’ stance towards the topic is not

considered a claim.

Evidence. Evidence is a statement that explains

a stance towards the topic. It can be stated in com-

bination with a claim, or it can be self-contained if

it is just stating a fact or referencing studies related

to the topic. Therefore a tweet does not have to

co-occur with a claim to contain evidence relevant

to the topic, and as such, evidence is not dependent

2Note that T5 is more complex and specific. It covers a
specific type of tweets that we noticed during early annotation
work, discussing sustainable food policy.

on a claim when annotating (see §5). A tweet can

still contain claims with supporting evidence as part

of its text. If evidence is unrelated to the discussed

topic, it is not considered evidence.

Evidence type. Evidence is labeled as one of the

following types. The first three types are from

Rinott et al. (2015), while we propose the last two

based on preliminary exploration of our data:

1. Anecdotal. A description of an episode(s),

centered on individual(s) or clearly located in

place and/or in time.

2. Expert. Testimony by a person, group, com-

mittee, an organization with some known ex-

pertise/authority on the topic.

3. Study. Results of a quantitative analysis of

data, given as numbers, or as conclusions.

4. Fact. A known piece of information without a

clear source, regardless of whether it is a true

fact or not. See example in Figure 1a.

5. Normative. Description of a belief or value

the author holds. See example in Figure 1b.

See Table 1 for examples from the dataset. If its

type is unclear, a tweet should not be considered

evidence, and might be a claim instead. If neither is

clear, the tweet itself might lack context and should

not be considered argumentative.

Pro/Con. The stance of a tweet towards a topic

depends on a claim or evidence being present in

the tweet. Moreover, if there is no clear stance, the

tweet should not be considered argumentative.

5 Dataset

Here we describe the procedure for collecting and

annotating our dataset of tweets containing argu-

ments related to the topics described in §4.

Scraping. The corpus used for annotation is a

collection of tweets scraped from Twitter using

tweepy3 by iteratively creating queries by a com-

bination of keywords4 and n-grams from an initial

set of topics. For each query, we scrape a maxi-

mum of 1000 tweets. We remove retweets, quote

tweets, links and videos, as well as tweets with

less than three words, resulting in 31840 English

tweets in total. User mentions are replaced with

3https://github.com/tweepy/tweepy
4See Appendix D for a listing of the queries.
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(a) Humans should not eat animals︸ ︷︷ ︸
Claim

as we don’t need meat to fulfill our nutritional needs.︸ ︷︷ ︸
Evidence: Fact

(b) It is morally wrong to eat and cause animals pain to fulfill our nutritional needs.︸ ︷︷ ︸
Evidence: Normative

Figure 1: Simplified examples of arguments for the topic T1 (We should reduce the consumption of meat). In (a) the

evidence type is Fact, since no source is given. In (b) it is Normative, as it describes a belief but is more elaborate

than a claim. Note that the level of granularity in our dataset is a whole tweet rather than spans within a tweet. Here,

spans are indicated to illustrate which part of the tweet suggests that it should have a particular label.

Evidence type Example Topic(s) Pro/Con

Anecdotal We are on the green bean diet here, too! I love them. Mom

hasn’t tried broccoli

T1, T2, T3, T4, T5 Pro

Expert Many fruit & veg (which contain natural acid) don’t trigger
flare ups- The list is long and varied (obs this may not apply to
you) but after a little digging I found some doctors do
reccomend a plant based diet to ease the inflammation. Going
meatless is even recommended by ICA

T2, T4 Pro

Study According to a 2022 study, eating an optimal #diet of whole
grains, legumes, fish, fruits, vegetables and nuts can improve
life expectancy by how many years?

T2, T4 Pro

Fact Hey eco-friendlies! The well known high-carbon company
McDonalds produces 1.5 MILLION tonnes of food packaging

alone ! Fun fact carbon footprints are important! Tune in for
more behind closed door stats!

T5 Pro

Normative The dangerous of this thing is that our vegan extremists will
start interfering in this..

T4 Con

Unrelated/no evidence Give your children healthy food to avoid the dad bod haha

Table 1: Examples from the dataset of tweets containing evidence for each evidence type, the topics for which they

were annotated as evidence and their pro/con annotation for each of the topics.

<MENTION>. Hashtags and emojis are kept as

they contain relevant information.

Relevance-based filtering. Upon initial inspec-

tion, we find that most tweets are not relevant to any

of our topics, despite matching our queries. There-

fore, before sampling data for annotation, we use

an information retrieval system to extract the most

relevant tweets in relation to our topics. We use a

neural ranking model trained for semantic search

(Reimers and Gurevych, 2019) that was trained to

score the relevance of an answer to a question. We

deem this a decent proxy for our retrieval system

as we want to find tweets that take a stance and

explain their claims and evidence in the context of

a topic. We elaborate more on this model in §6.

Sampling. When generating our dataset, we sam-

ple 250 tweets at random from the full unfiltered

corpus, and combine this set with 347 random

tweets filtered by the semantic model.

Annotation. Annotation is conducted using Ama-

zonMechanical Turk5 in rounds as described in Fig-

ure 2. Five workers annotated each instance. The

annotations guidelines are given in Appendix A.

First, tweets are annotated as for whether they are

Argumentative regardless of a topic. Second, anno-

tators are presented with an Argumentative tweet

as well as our list of topics, and are asked to se-

lect the topics for which the tweet is a Claim. This

ensures that annotators judge the topics relative to

each other and are thus more consistent (despite

their conceptual overlap) than if each tweet/topic

pair were annotated separately. Separately, anno-

tators are presented with an Argumentative tweet

as well as one topic, and are asked to select the Ev-

idence Type of the tweet with respect to the topic

(or indicate that it is not Evidence). This is done to

facilitate the annotation of the heterogeneous Evi-

dence label. The binary label is then derived from

this annotation by collapsing all types as positive.

5https://www.mturk.com
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Topic Tweets Arg ADUs Claims Evidence
Claims with

evidence
Pro Con

T1 597 387 118 63 89 34 77 37
T2 597 387 130 92 85 47 89 38
T3 597 387 85 42 63 20 58 27
T4 597 387 156 106 112 62 99 54
T5 597 387 140 60 113 33 96 37

Full set 2985 1935 629 363 462 196 419 193

Table 2: Statistics for the different topics and the overall full set. Arg: Argumentative. ADU: argument discourse

units (Claim or Evidence). Labels are based on majority voting among annotators. Of the ADUs, we see more

Evidence than Claims. Pro/con labels are rather unbalanced, with a bias towards positive stance.

Figure 2: Dependencies between annotation rounds.

Finally, Claims and Evidence are presented along

with one topic at a time, and annotators are asked to

indicate whether they support or contest the topic.

Inter-annotator agreement. We calculate the

average inter-annotator agreement for our crowd-

sourced data using Cohen’s kappa. The resulting

scores are 0.49 for Argumentative, 0.47 for Claim,

0.15 for Evidence (including type) and 0.63 for

Pro/Con. The low agreement for Evidence is likely

due to the multi-class label being harder to agree

upon than a binary label.

Statistics. Table 2 presents statistics of the la-

beled dataset. Most annotators labeled a substantial

amount of tweets as Argumentative. However, only

a minority actually contained ADUs (Claims/Evi-

dence). This discrepancy can be attributed to the Ar-

gumentative label being decoupled from the topic

itself: an Argumentative tweet might only be rele-

vant for another topic, either within our set of five

topics or for a different topic altogether.

Like Cheng et al. (2022), we find substantially

more Evidence than Claims, though their Evidence

depends on Claims. Evidence seems to generally

be more prevalent than Claims in online discourse.

This can also result from our annotation procedure,

where Claims require identifying relevant topics,

and Evidence requires identifying the type. On the

other hand, the broad types of Evidence we allow

and the fact that they are not dependent on Claims

allows for more Evidence than in other datasets.

The fact that Pro/Con labels are biased towards

positive stance could be due to online discourse

being more prevalent for the Pro side rather than

other domains. The annotators’ preconceived no-

tions might have played a role in them being more

inclined to select Pro in situations where they could

have been uncertain due to the topic’s definitions.

Topic overlap. In Figure 3, we see how much

each topic’s tweets overlap with other topics as

a percentage of their combined number of tweets,

where they both have either evidence or claim. We

see that all topics have roughly 20% of their tweets

overlapping with another topic. This is not surpris-

ing as the topics are all very similar, and tweets can

easily be relevant for more than one topic at a time.

Evidence types. Figure 4 shows the distribution

of Evidence types in the dataset. Most Evidence

is Normative or Anecdotal, reflecting online dis-

course being less strict, which lends itself to using

weaker types of Evidence to explain one’s stance.

6 Experiments

To evaluate the ability of existing models to mine

arguments according to our scheme, we conduct a

series of experiments with various approaches.
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Figure 3: Percentage of claims (above) and evidence (be-

low) overlapping between topics: T1=meat, T2=plant,

T3=alternative, T4=vegan, T5=policy.

6.1 Information Retrieval

We experiment with information retrieval baselines,

rating how likely a document is to be relevant for a

query:

BM-25 (Trotman et al., 2014) is a standard re-

trieval model based on TF-IDF scores of exact to-

ken matches, used in many systems and should give

a good benchmark for the difficulty of retrieving

claims and evidence just from topic queries. It re-

turns an unbounded positive score, which we cut

off at 1.

multi-qa-MiniLM-L6-cos-v16 is a sentence

6https://huggingface.
co/sentence-transformers/

no
rm

ati
ve

stu
dy

an
ecd

ota
l

fac
t

exp
ert

no
 ev

ide
nce

Evidence types used in corpus

0

5

10

15

20

25

30

Pr
op

or
tio

n 
of

 e
vi

de
nc

e 
la

be
ls 

%

Evidence types in corpus

Figure 4: Distribution of Evidence types in the dataset.

Note that “no evidence” is considered a type due to

the combined annotation procedure, where Evidence is

annotated immediately along with its type (or as “no

evidence” when no type is applicable).

transformer (Reimers and Gurevych, 2019) based

on MiniLM (Wang et al., 2020), which is a distilled

version of UniLM v2 (Bao et al., 2020), which was
pre-trained on 160GB text corpora from English

Wikipedia, BookCorpus, OpenWebText, CC-News

and Stories. multi-qa-MiniLM-L6-cos-v1 was
fine-tuned on the concatenation of multiple ques-

tion answering (QA) dataset, totalling about 215M

instances. This is the same semantic search model

we used in §5 for filtering tweets, and therefore

this experiment should give us a good idea of how

well our models perform compared to a model that

has had an impact on the selection previously. The

model returns a score between 0 and 1. We use 0.5

as the cut-off for classification.

The retrieval models are unsupervised, and con-

sider neither argumentativeness, which is indepen-

dent of the topic, nor pro/con (stance classification).

However, they serve as a baseline for claim and ev-

idence detection, as those tasks have a retrieval as-

pect. We use the tweet as a document and the topic

as a query, scoring their relevance and using the

resulting scores from the models for classification.

6.2 IBM Debater

IBM Debater offers implementations for various

argument mining components (Slonim et al., 2021),

and provides an API,7 which we use as a baseline

representing existing argument mining models. It

has been trained on a different type of data from dif-

ferent domains and with stricter annotation guide-

multi-qa-MiniLM-L6-cos-v1
7https://early-access-program.debater.res.

ibm.com
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lines. We evaluate their “zero-shot transfer” to our

dataset, without any further training.

6.3 Fine-tuned RoBERTa

Pretrained language models such as BERT (De-

vlin et al., 2019) and RoBERTa (Liu et al., 2019)

have been used successfully on similar datasets

(Cheng et al., 2022; Schaefer and Stede, 2021).8

We fine-tune and evaluate cardiffnlp/twitter-
roberta-base,9, which was trained on a dataset
containing 58M tweets (Barbieri et al., 2020),

specifically to handle user identifier tokens and

emojis.10 For claim, evidence, and pro/con, the

topic plays an essential role in the classification.

To encode tweet-topic pairs, we combine the tweet

and topic using a separator token ([SEP]).
Our dataset contains probabilities for each label

according to the distribution over the different anno-

tators. We use cross-entropy with raw probabilities

rather than rounding the labels, and fine-tune the

RoBERTa encoder as part of the training. The hy-

perparameters used are: learning rate 5e-5, batch

size 5, weight decay 0.05 and the adamw optimizer.

6.4 XGBoost + RoBERTa

Schaefer and Stede (2020) used XGBoost (Chen

and Guestrin, 2016) in combination with BERT

on a similar dataset to ours. We evaluate

this model on our dataset across all label tar-

gets. We train the XGBoost classifier on top of

frozen contextualized embeddings from RoBERTa

(again, cardiffnlp/twitter-roberta-base),
since XGBoost is not a neural model and does not

support backpropagating gradients to fine-tune the

underlying encoder. All labels in this experiment

are determined by majority vote and take the values

{0, 1} except for pro/con, which takes the values
{−1, 1}.
Here we have two ways of embedding the topic:

the first approach is to embed the tweet only on its

own, which is done for the argumentative task as

it is not dependent on the topic. The other method

is to combine the tweet and topic using a separator

token ([SEP]), which is used for the other tasks.
We run a grid search with three-

fold cross-validation for each task,

8See Appendix E for experimental replication of previous
results.

9https://huggingface.co/cardiffnlp/
twitter-roberta-base

10The model’s tokenizer does not have <MENTION> as a
token. Instead, it recognizes @user, so we replace all our
<MENTION> tokens with @user in preprocessing.

Model
Macro

F1 P R

Majority Class 0.39 0.32 0.50

Random Class 0.49 0.50 0.50

Fine-tuned RoBERTa 0.51 0.51 0.51

RoBERTa + XGBoost 0.67 0.69 0.67

Table 3: Results from models evaluated on the argu-

mentative task. P and R are precision and recall, with

their attached averaging type. Highlighted are the best

performing model for their task and averaging type.

Model
Macro

F1 P R

Majority Class 0.45 0.41 0.50

Random Class 0.50 0.50 0.50

BM25 0.50 0.61 0.55

multi-qa-MiniLM 0.67 0.73 0.65

IBM-API 0.57 0.57 0.57

Fine-tuned RoBERTa 0.48 0.50 0.47

RoBERTa + XGBoost 0.51 0.59 0.53

Table 4: Results on the claim task.

over three hyperparameters: learning-

rate ∈ {0.01, 0.03, 0.06}, max-depth ∈
{1, 3, 5, 6, 7, 8, 9, 10} and number of estimators ∈
{1, 2, 5, 7, 10, 15, 20, 25, 30, 40, 60, 80, 100}. We

select the best combination based on macro F1

score.

6.5 Experimental Setup

To classify for argumentative tweets, we only use

the tweets and disregard the topics. We subse-

quently only use argumentative tweets (according

to the human annotation) when experimenting with

detecting claims and evidence. Pro/con classifi-

cation is only evaluated on for tweets containing

evidence or claims (according to the human anno-

tation). We perform 3-fold cross-validation with

maximum 15 epochs, using early stopping based

on validation macro F1 evaluated every 20 batches

with patience set to 5.

We also report results for Majority Class and

Random Class baselines, which respectively select

the most common label for each task (based on

the training set), and a random class with uniform

probability.
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Model
Macro

F1 P R

Majority Class 0.44 0.39 0.50

Random Class 0.49 0.50 0.50

BM25 0.52 0.60 0.56

multi-qa-MiniLM 0.64 0.66 0.63

IBM-API 0.46 0.51 0.57

Fine-tuned RoBERTa 0.48 0.49 0.48

RoBERTa + XGBoost 0.47 0.60 0.51

Table 5: Results on the evidence task.

Model
Macro

F1 P R

Majority Class 0.40 0.34 0.50

Random Class 0.52 0.53 0.54

IBM-API 0.59 0.60 0.59

Fine-tuned RoBERTa 0.45 0.48 0.45

RoBERTa + XGBoost 0.53 0.53 0.54

Table 6: Results on the pro/con task.

7 Results

The results are shown in Table 3 for argumentative,

Table 4 for claim, Table 5 for evidence and Table 6

for pro/con. In Table 3 we see XGBoost performs

well on all metrics for the argumentative task. The

fine-tuned RoBERTa does not perform well on the

argumentative task, underperforming both the ran-

dom and majority baselines. In Table 4 we see

that multi-qa-MiniLM-L6-cos-v1 outperforms

all other models with a large margin for claims.

BM25 only matches when there is an overlap in

vocabulary between tweet and topic, which multi-
qa-MiniLM-L6-cos-v1 does not require. Table 5
shows similar results for evidence, where multi-
qa-MiniLM-L6-cos-v1 and BM25 outperform all

other models. One interesting result is the relatively

large dip in performance for the IBM-API for evi-

dence with respect to claims, suggesting the change

in annotation style for evidence has a significant im-

pact compared to previous works. On the pro/con

task (Table 6), both the IBM-API and RoBERTa +

XGBoost outperform the baselines in all metrics,

but not the fine-tuned RoBERTa. The IBM-API

has the best performance in this case, by a large

margin.

Input encoding for XGBoost. The different

methods of combining topics and tweets for XG-

Boost (see §6) have a relatively small impact on

performance. The concatenation method outper-

forms the [SEP] method in pro/con and claim, and

therefore we only report results using it in the ta-

bles.

XGBoost vs. fine-tuning. Overall, XGBoost per-

forms well compared to the fine-tuned RoBERTa.

This could be due to training issues or a lack of

data: we only have about 600 unique tweets, with

only a fraction of them being annotated as contain-

ing claims and evidence, causing issues of sparsity

and dataset imbalance. This could be mitigated by

using a different training approach or annotating

more examples in the future.

Success of retrieval models. The retrieval mod-

els perform well in the claim and evidence tasks,

where multi-qa-MiniLM-L6-cos-v1 performs

the best overall. Of course, this result should be

interpreted with great skepticism, as it is likely due

to the filtering process we did early in our dataset

compilation (§5) and should not be discounted as

it has added some bias to the data. However, it

also shows that the filtering process did have a de-

cent impact on scoping in on tweets most likely to

contain argumentative structures. Therefore, the

multi-qa-MiniLM-L6-cos-v1 results could be

interpreted as the proportion of retrieved tweets

containing argumentative structures. The BM25

model performs well with its precision scores for

the binary average, which makes sense as it requires

a vocabulary overlap between the tweet and topic.

Due to a relatively low overlap between the tasks

for the tweet and their topics (see Appendix C),

BM25 only needs one token to overlap for it to

mark it as relevant and therefore will retrieve quite

a few false-positive tweets on average. Neverthe-

less, this could also be because each topic only has

a few keywords, making them good queries. Over-

all, the retrieval models make a good baseline for

future evidence and claim tasks experiments.

IBM Debater. The IBM-API models also per-

form well for the pro/con and claim task. However,

surprisingly, the model performs poorly on the ev-

idence task. This could be due to a shift in the

task definition, since we added two new types of

evidence: normative and fact. They account for

nearly half of all the annotated evidence. However,

anecdotal evidence is based on the IBM Debater

definitions and is the most frequent type of evi-

dence, so the issue might be one of several. First,
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the semantic structures in tweets are hard for the

IBM models to adapt to, causing them to miss most

evidence. Another reason could be that annotators

have overused anecdotal evidence where it should

have been labeled as normative or fact or not as ev-

idence. Overall, the IBM models have performed

exceptionally well, considering they have never

seen data of this type when compared to other base-

lines.

8 Discussion and Limitations

While we frame our dataset around sustainable di-

ets, it is, in fact, focused on plant-based diets. Many

other aspects are relevant for sustainability, includ-

ing production, geographical location, genetic mod-

ification, transportation, water consumption, land

preservation and health. We leave these issues to

future work.

The topics used in this paper are simple by de-

sign. They are all quite similar, which might cause

some correlation issues when training models. For

instance, T1 (discussing meat consumption) has a

significant overlap with T3 (discussing meat alter-

natives) of 22% for claim and 26% for evidence.

However, it can also indicate the presence of other

topics that are similar to both. For instance, when

arguing for reducing meat, people might use animal

welfare as evidence. Therefore, topic exploration

and expansion could be done further to improve the

spectrum of topics in the dataset and explore how

relationships between topics are made and related

in debates.

The dataset is a starting point for training argu-

ment mining models. It is balanced in the distribu-

tion of the claims and evidence across the topics,

with a minor overlap between topics of roughly

20%. Our annotation guidelines are robust enough

to be used for crowdsourced and expert annota-

tion. The low agreement in the crowdsourced an-

notations for evidence may be improved by better

guidelines or a different annotation methodology,

but they may simply be a reflection of inherent sub-

jectivity. This will be investigated in future work.

One issue with this dataset is its relative lack of

context for many of the tweets due to them refer-

encing outside tweets or responding to other users

in a discussion. There is good potential here to

utilize this external context for further argument

mining or further improve the detection of claims

and evidence in the primary tweet. This could ini-

tially be done by annotating the current tweets as

Fine-tuned RoBERTa

Information Unit

1. Is the resulting model publicly available? No
2. How much time does the training of the final
model take?

105
Sec-
onds

3. How much time did all model experiments
take (incl. hyperparameter search)?

4228
seconds

4. What was the energy consumption
(GPU/CPU)?

333
Watt

5. At which geo location were the computations
performed?

Den-
mark

6. How much CO2eq was emitted to train the
final model?

0.975g

7. How much CO2eq was emitted for all experi-
ments?

39g

Table 7: Proposed climate performance model card for

our fine-tuned RoBERTa model experiments.

debate fragments if large parts are out of context.

Here a debate fragment tweet would refer to a tweet

in a larger debate with other users and could then

be used for future extraction and more expansive

mining of ADUs.

One major difference between previous work

and ours is data size: our dataset contains only 597

unique tweets annotated for 5 topics, while Schaefer

and Stede (2021) annotated 3244 Facebook com-

ments and Cheng et al. (2022) annotated nearly 70k

sentences. Future experiments on a larger dataset

may result in a different conclusion with respect to

the relative performance of the models.

9 Conclusion

We defined an annotation scheme for an argument

mining task tailored for social media with a focus

on argumentation for sustainable nutrition. We pro-

posed two new types of Evidence: Normative and

Fact. With this scheme we scraped and annotated a

dataset containing 597 tweets for five different top-

ics, resulting in a dataset of 2985 annotated tweet-

topic pairs. XGBoost is a strong starting point for

argument mining, and IBM Project Debater API is

a robust zero-shot model for argumentation tasks.

10 Broader Impact

Our dataset and models were designed with the

intention to have positive impact on the environ-

ment by promoting sustainable consumer practices:

by mining for convincing arguments of various as-

pects related to sustainable diets, downstream ap-

plications can improve marketing of sustainable

products. Implementation of the resulting technol-

48



RoBERTa embeddings + XGBoost

Information Unit

1. Is the resulting model publicly available? No
2. How much time does the training of the final
model take?

57 Sec-
onds

3. How much time did all model experiments
take (incl. hyperparameter search)?

456 sec-
onds

4. What was the energy consumption
(GPU/CPU)?

28 Watt

5. At which geo location were the computations
performed?

Den-
mark

6. How much CO2eq was emitted to train the
final model?

0.08g

7. How much CO2eq was emitted for all experi-
ments?

3.5g

Table 8: Proposed climate performance model card for

our RoBERTa + XGBoost model experiments.

ogy will enable more effective communication cam-

paigns to increase adherence with dietary guide-

lines. Furthermore, by identifying diverse argu-

ments, our work can contribute to ethnographic

research on public opinions towards sustainable

diets, and help shape public policy. Promoting re-

sponsible behaviour is an important gap, as food

marketing is already driven by business incentives.

However, the risk of manipulative dual usemust be

considered. Future applications of this work must

involve AI ethics experts and be complemented

by explainability methods and fact verification to

guarantee reliability of generated claims and ensure

alignment with expected values.

Negative impact on the environment as a result of

the development and any potential deployment of

the models must be taken into account as well. Ta-

bles 7 and 8 contain the climate performance model

card for the fine-tuned RoBERTa and RoBERTa +

XGBoost models, according to the guidelines de-

fined by Hershcovich et al. (2022).

10.1 Data Statement

The following is our data statement following Ben-

der and Friedman (2018):

A. CURATION RATIONALE

In order to have a potential net positive impact on

promoting sustainable diets in the future, a dataset

with a focus on dietary discussions was needed.

Twitter was deemed an excellent source for this

information and as such scraping of 31840 tweets

was done in combination with relevance filtering.

This has resulted in 597 tweets that has been anno-

tated for 4 different tasks, each done for 5 different

topics in relation to discussions around diets.

B. LANGUAGE VARIETY

The tweets in this dataset where scraped in April

2022 with the Twitter API.11 The set of English

tweets was scraped without information of regional

variety, it is only known that they are written in

English. But certain tweets make specific wordings

from which it can be inferred they are from the US

(en-US) or India (en-IN). More regions are most

likely also represented in the dataset, but specifics

are unknown.

C. SPEAKER DEMOGRAPHIC

The authors of the tweets demographics were not

collected. The tweets originate from 597 unique

users.

D. ANNOTATOR DEMOGRAPHIC

The data was annotated by a crowd of annotators

procured from Amazon Mechanical Turk. The spe-

cific region used was the US East Coast. There is no

demographic information available from Amazon

Mechanical Turk users beyond the requirements

set for workers to be allowed to work on HITs—in

the case of this dataset the only requirement is a

masters qualification. Assuming we have an even

distribution of the known demographics on Ama-

zon Mechanical Turk, we would have a slightly

skewed split between genders with 57% identify-

ing as female. The age distribution is towards the

younger ages with 29.7% being between 18-29 and

36.8% 30-39 and the majority identifying as white

79.9%.12

E. SPEECH SITUATION

The tweets can contain a maximum of 280 char-

acters and are written in a spontaneous and asyn-

chronous format. The tweets were collected with

a focus on diet, but parts of the tweets also cover

climate, sustainability, animal welfare and policy

as side effects of our scraping methods and the top-

ics used for relevance filtering. The majority of

the tweets are in response to other Twitter users’

tweets, so the intended audience would be one of

the two opposing sides in a debate around one of

the 5 topics in this paper.

F. TEXT CHARACTERISTICS

The tweets are only in raw text format as we fil-

tered out any tweets containing URLs, images and

other non textual modalities. Many of the tweets

11https://developer.twitter.com/en/docs/
twitter-api

12More information on the demographics on
Amazon Mechanical Turk can be found in https:
//www.cloudresearch.com/resources/blog/
who-uses-amazon-mturk-2020-demographics/.

49

https://developer.twitter.com/en/docs/twitter-api
https://developer.twitter.com/en/docs/twitter-api
https://www.cloudresearch.com/resources/blog/who-uses-amazon-mturk-2020-demographics/
https://www.cloudresearch.com/resources/blog/who-uses-amazon-mturk-2020-demographics/
https://www.cloudresearch.com/resources/blog/who-uses-amazon-mturk-2020-demographics/


contain references to other users or users’ tweets

in a conversation format. Therefore, some tweets’

context is limited without added work to include

the references. There are also emojis and hashtags

present in a large section of the tweets.

G. RECORDING QUALITY : N/A

H. OTHER: N/A

I. PROVENANCE APPENDIX : N/A
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A Crowdsourced Annotations

Each annotator was paid according to 15$ an hour

of work. From our experience with annotation, we

could complete roughly 100 total tweets + topics

worth of annotation work in 45 mins for all four

labels. Rounding it up to 60mins and annotating for

one label at a time, we calculated a pay of 0.045$
for each tweet + topic pair for each label.

For this paper, gathering annotations has hap-

pened over four annotations rounds, each focusing

on one of the four primary labels we use in this

paper. Five different annotators were recruited to

calculate a majority for each annotated label. Each

round helped bootstrap the data needed for annota-

tion of the next round. For instance, we did not want

to annotate non-argumentative data for claims or

evidence as most previous annotators have already

deemed it non-argumentative and would therefore

be a waste of annotation resources. Instead, we

would first retrieve annotations for the argumenta-

tive tweets. Then ask a new set of annotators to an-

notate for claims or evidence on the argumentative

tweets. Due to evidence requiring its type anno-

tated we also use the results from claims annotation

round to help narrow the combination of topics and

tweets used for evidence annotation. Pro/Con was

also dependent on either claim or evidence being

found in a tweet-topic pair, so was the last step in

the annotation process.

Due to the subjective nature of annotating for

this paper, we did not want to dismiss workers’

work. Despite clear instructions, different people

will consider claims relevant while others will not

consider them relevant. Instead, we would actively

moderate the resulting annotations and block any

annotator creating low-quality annotations during

annotation. We did this by first pre-annotating a

small set and then calculating an overlap with anno-

tators. If the overlap were small, we would block

them from continuing. However, some annotations

were slow to gather and would take multiple days.

This resulted in us having to reopen hits that were

partially annotated. Therefore if any annotator had

already completed a set of hits, we would block

them from redoing that set of hits. However, this

method was imperfect, so that the same annotator

might have double annotated some tweets.

We did test out an alternative method for part of

the claim annotations where we would have a short

test that would qualify annotators for the more ex-

tensive annotation set if they performed well. How-

ever, this method took much more time for annota-

tions to be collected and was therefore dropped. It

was also discovered during postprocessing of the

hits that some annotations had less than five an-

notators, and others had more. This was only for

a minority of hits, and it is believed that duplica-

tion’s of a few tweets in the early corpus were the

reason. This was fixed for later annotation rounds

but should be noted as it might impact later results.

A.1 Argumentative

Argumentative was the first label to be crowd-

sourced, we only gave annotators two options, “ar-

gumentative” and “not argumentative”. Argumen-

tative gets labeled as 0 for non-argumentative and

1 for argumentative.

Instructions for annotators: The task here is to

annotate tweets if they are stated in an argumenta-

tive manner. Argumentative is a broad concept but
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essentially means that the tweet either contains evi-

dence or claims that would be relevant for a debate

about some topic.

A.2 Claim

We changed the annotation task from annotating

for implicit/explicit claims for a specific topic for

claim annotation. Instead, we asked annotators to

select one or more topics where the claim would be

relevant. They were asked to label a tweet relevant

for one of the topics described earlier or mark it as

irrelevant for all, or not containing a claim. The

former option would be used to detect unrelated

argumentative tweets. It is labeled as 0 for not

containing a claim relevant to the topic and 1 for

containing one that is.

This change was made for a few reasons. First,

it reduced the number of hits needed 5-fold from

1935 hits needing to be made to only 387 hits. It

also ensured that we had all tweets evaluated for all

topics. Lastly, asking them to select the most rele-

vant topics should give a more precise estimation

of relatedness to a topic.

The downsides of this approach were that people

were much more likely to select only one topic to

be relevant rather than selecting two or more, even

if a tweet was relevant.

The data for claims took three rounds of hit gen-

eration. Therefore this data might have some dupli-

cate annotation work done.

Instructions for annotators: The task here is to

annotate a tweet in relation to a set of topics. Here

the tweet can contain a claim that might be relevant

to any one of the topics. Of course, each tweet can

be relevant for more than one of the topics, but it

can also not be relevant for any one of the topics

and should be annotated as such. Therefore, select

the topics in which you find the tweet contains a

claim relevant to an argument in a debate or com-

munication campaign about the topic (regardless of

your views on the claim and the topic and whether

you would use it).

A claim is a standpoint toward a topic being

discussed either directly or indirectly. The claim

should be able to clearly be identified in a tweet

on its own without relying on an assumption from

the reader. This is an important issue for response

tweets as the user might implicitly support a claim

relevant to the topic or add a claim to a stance on the

topic. Therefore, such tweets should not be anno-

tated as containing a claim. The claim should also

clearly have a positive or negative stance toward

the discussed topic. Implicit claims are different

from explicit ones as they lack the syntactic con-

nection to the topic. This means they omit parts of

the discussed topic or have no direct connection to

it; instead, they indirectly express a stance towards

it. An example of this could be a tweet, “Garden-

ing has been great for my family and me! Can’t

wait to collect the bounties of this year’s harvest,”

which contains an implicit claim with a clear stance

toward T2 and T4. Suppose the tweet contains a

claim clearly discussing a different topic unrelated

to any of the other topics. It should then be labeled

with the “unrelated or no claim label” If the tweet

does not contain a claim at all, then it should also

be marked with the “unrelated or no claim label.”

A.3 Evidence

Annotating evidence was done differently from

claims. Since evidence is very nuanced and has

many different types, we did not want to simplify

annotating evidence the same way claims were sim-

plified. This risked annotators relying too much

on their own interpretation of what evidence over

time. Therefore we wanted them to select what

type of evidence was in a tweet concerning a topic.

So each tweet needed its type of evidence anno-

tated for every topic, but this would explode the

number of annotations needed as explained with

claims. Therefore, we decided to limit a tweet to

the topics where claims were found relevant by just

one annotator. This limits the amount of annotation

work to the most likely relevant tweet-topic pairs

while not limiting future annotation work to expand

evidence annotation for topics where claims were

not detected.

Therefore annotators are prompted to annotate

a tweet-topic pair for any of the labels “Norma-

tive”, “Study”, “Expert”, “Fact”, “Anecdotal” or

“Unrelated or no evidence”. The Evidence label is

labeled as 1 for containing relevant evidence and 0

for not.

The main downside to this annotation method-

ology is that it increases the likelihood of people

annotating evidence as relevant to a topic since

they might be more focused on its type regardless

of relevance and instructions. However, with this

method, we get a much more nuanced picture of

the evidence contained within tweets which could

be used for future modeling.

We considered an alternative method where an-

notators would first annotate for evidence types and
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Labels Guidance

Argumentative Select this if the tweet is making a clear self-contained claim. A claim is

self-contained if the statement is clearly taking a stance towards some topic.

Claims can be reactions towards a topic, like showing excitement or disgust

towards a topic. The tweet is also argumentative if it contains evidence of some

sort. Evidence can be citing a study, referencing an expert, or stating facts or

beliefs. They don’t necessarily have to be true.

Not Argumentative A tweet is not argumentative if it is not clearly stating a self-contained claim.

This could be because the stance of the claim is not clear, or the tweet does not

clearly articulate a claim. Questions and irony or humor are automatically not

argumentative and should be labeled as such.

Table 9: Guidance for the individual labels

then annotate for relevance. However, this method

was dropped as it would require an extra round of

annotations, and it is hard to annotate evidence type

without a clear topic to measure it after. For exam-

ple, one tweet might contain anecdotal evidence for

one topic but fact evidence for another.

Instructions for annotators: The task here is to

annotate tweets related to a topic where you have

to annotate what kind of evidence a tweet contains.

Evidence is a statement used to support or attack a

topic or claim. Evidence can be present in combina-

tion with a claim, or it can also be self-contained if

it is just stating facts or referencing studies related

to the topic. If the evidence is unrelated to the dis-

cussed topic, it is marked as unrelated. There exist

different types of evidence, and if a tweet contains

any evidence, it should have the kind of evidence

annotated. If more than one type of evidence ex-

ists in the tweet, choose the type you think best

describes main piece of evidence in the tweet that

is relevant for the topic. Be aware that the same

tweet can show up multiple times and that each

time it might have to be annotated differently for

its evidence depending on the topic. Some tweets

include various types of evidence where parts of

the evidence are only relevant for one topic but not

another. Therefore one tweet might have norma-

tive evidence for one topic but expert evidence for

another and no evidence for a third. Remember,

your goal is to annotate what type of evidence is

in the tweet and if the evidence could be used in

debate/argument or public communication both for

or against the specified topic. Regardless of your

views on the topic and whether the evidence is true

or not.

A.4 Pro/Con

Pro/con was the last label to be annotated. It gets

annotated as (+1) for pro when a clear claim has a

positive or supportive stance towards the topic. It is

annotated as (−1) when it has a clearly antagonistic
or attacking stance towards it the topic. If there is

no clear stance, the tweet’s label for pro/con is set

to 0 and it should be reevaluated as a relevant tweet.
Due to its dependence on claim and evidence

being present and relevant, we selected a subset of

annotations if the majority thought there was either

claim or evidence and the claim and evidence were

relevant. This can accidentally remove some rele-

vant tweets for annotation, but future work could

annotate them.

To force people to choose the stance a tweet

has for a topic, we removed the neutral option in

annotation, so people have to annotate for pro or

con. We believe that this should be fine due to the

previous annotations, as the tweets left should have

a clear stance on the topics they were relevant for.

Instructions for annotators: The task here is to

annotate a tweet’s stance in relation to a topic. The

stance can be either one of pro or con. Here pro is

a positive or supportive stance towards the topic,

whereas con is a negative or hostile stance towards

the topic. It is very important that you remember

that it is the stance towards the topic and not the

stance in the tweet itself.

B Annotation Examples

B.1 Processing annotations

After gathering crowdsourced annotations, we have

a list of individual user annotations we have to

merge. We do not want to merge the annotations
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Evidence type Guidance

Anecdotal A description of an episode(s), centered on individual(s) or clearly located in place and/or in
time.

Expert Testimony by a person, group, committee, organization with some known expertise / authority
on the topic.

Study Results of a quantitative analysis of data, given as numbers, or as conclusions

Fact A known piece of information about the world without a clear source for the information

Normative An added description for a belief about the world

Unrelated or no evidence The tweet does contain evidence, but it is not related to the topic, or it does not have any
evidence.

Table 10: Evidence type annotator guidance.

Tweet & Topic A C E PC Comments

Lol - and the wash post is the PR firm and Whole
Foods is the official food supplier

0 0 0 0 This tweet answers with a joke or irony towards
another unknown tweet and is therefore not
argumentative.

Topic: T5 (We should pursue policies that
promote sustainable foods). Tweet: It would also
be nice if our government could begin subsidizing
more sustainable options (like plant based meat)
vs things like beef but... i digress

1 1 N
o
rm
ativ

e

1 Here the claim is that plant-based options should
be actively pursued explicitly by policy and
implicitly through the encouragement of
alternatives and reduction in meat. It uses
normative evidence to support its claim.

Topic: T2 (Plant based food should be
encouraged). Tweet: Green taxes go into
subsidizing development and production of green
energy solutions. If we were on 100%
renewables, our electricity prices would not have
needed to go up. We need to move into
self-sufficient green energy as soon as possible

1 0 0 0 This tweet contains both claims and examples of
normative evidence but is unrelated to the topic
and should therefore be annotated as unrelated.

Topic: T1 (We should reduce the consumption of
meat). Tweet: Yes but to be fair: we can expect a
massive increase in meat and dairy consumption
in emerging countries that will severely limit the
impact of whatever we do.

1 1 N
o
rm
ativ

e

-1 This tweet contains a belief that emerging
countries will remove any progress we make and
is therefore taking an opposing stance towards the
topic.

Table 11: Example annotations. A: Argumentative. C: Claim. E: Evidence (type). PC: Pro/con.

into binary labels as this throws away any uncer-

tainty from the annotators. We, therefore, want

instead to merge into a probability spectrum that

defines the overall confidence of the annotators. Of

course, each label does this slightly differently due

to their unique annotation strategies.

For the argumentative label, we calculate the

probability by summing the number of annotators

believing the tweet to be argumentative. Then di-

vide the sum by the number of annotators.

For claim, we sum each topic added as relevant

for a tweet and divide that by the number of anno-

tators. We also calculate the unrelated probability

for the claim in the same way.

For evidence, we sum each type of evidence and

use the max probability for evidence. We also save

the evidence type distribution and the unrelated

probability.

Lastly, for Pro/Con, we sum the number of pro

labels and con labels, divide by the number of an-

notators, and select the label with the highest prob-

ability. Since con has to be a value of between -1

and 0, we have to flip its probability if it is the max

likelihood.

This gives us the probability of a tweet being

argumentative. We can then set the cutoff point for

the argumentative tweets at 0.5 for the majority and

use them for new annotations or modeling. We can

also use the probabilities themselves for modeling.

When using the resulting data, one can extract

binary labels by rounding to the nearest integer.
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Average tweet token count 29.67

Average claim token count 31.63

Average evidence token count 34.59

Average topic tweet vocab share 2.8%

Average claim, topic tweet vocab share 6.9%

Average evidence, topic tweet vocab share 4.9%

Average claim tweet to tweet vocab overlap 5.6%

Average evidence tweet to tweet vocab
overlap

5%

Table 12: Overall tweet statistics for tweet token count

for each type and percentage of vocab sharing between

tweet and topic, and tweet to tweet.

Figure 5: Top 10 words used corpus after stemming and

removing stopwords from tweets

C Statistics and Analysis

In Table 12 we have some general statistics regard-

ing tweets and topics textual information. We see

that claims and evidence have slightly more words

than the average tweet. On the other hand, we see

minimal vocabulary sharing between tweets and

topics. This is probably because topics are quite

short, while tweets are, on average, much longer.

We see a more significant share of vocabulary for

tweets containing claims and evidence in relation

to their topics. However, tweets do not seem to

share a large percentage of their vocabulary with

each other, which shows the general difficulty for

claim and evidence detection.

In Figure 5, we see the top 10 most used words

in the corpus after having filtered out stopwords

and stemmed the rest. Again, we see a general

overlap with keywords from our topics, such as

vegan, meat, and plant. Interestingly, ”plant” and

”base” almost occur the same amount, indicating a

substantial usage of plant-based in tweets.

D Tweet Retrieval Queries for Corpus

Creation

English keywords: ”healthy food”, ”food”, ”green

food”, ”veganism”, ”vegetable”, ”good recipe”,

”climate friendly recipe”, ”climate friendly diet”,

”healthy recipe”, ”sustainable diet”, ”green diet”,

”diet with vegetable”, ”vegetables are healthy”,

”fruit and vegetable”, ”fruit”, ”vegetarian”, ”ve-

gan”, ”good vegan recipe”, ”good vegetarian

recipe”, ”organic”, ”plant food is great”, ”fresh

and organic is good”, ”varied and balanced diet”,

”beans”, ”sustainable meat”, ”legumes”, ”whole

grains”, ”local farmers market”, ”plant based”,

”meat alternative”, ”plant based diet”, ”green food

is really good”, ”animals are not ingredients”, ”eat

healthy food”, ”raw food diet”, ”whole foods”,

”flexitarian”, ”raw foodism”, ”rawism”.

E Experiment Replications

We tried to replicate some of the work of others to

explore potential methods from which we would

use for this paper. The two specific papers that are

used for inspiration are both made by Schaefer and

Stede (2020, 2021) .

E.1 Fact-claiming & Engaging Comments

In Schaefer and Stede (2021) the data is 3244 Ger-

man Facebook comments on a political talk show’s

page from February 2019. The paper aims to clas-

sify toxic comments, engaging comments, and fact-

claiming comments. They focus mainly on the fact-

claiming comments due to its related nature to argu-

ment mining for evidence detection. They propose

three models and two baseline models. The two

baselines used are unigrams + SVM and Linguis-

tic Features + XGBoost Chen and Guestrin (2016).

The models they propose are:

• Fine-tuned BERT Embeddings + Transformer

• BERT Embeddings + Transformer

• BERT Embeddings + XGBoost

They don’t detail the implementation of the extra

transformer layer on top of BERT. We assume this

is a single layer added on top, followed by a liner

classification layer. For the rest of the models, none

of the hyperparameters are described for any of the
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models. Instead, they explain that they used a de-

velopment set for hyper parameter tuning for the

models. This development set was created from

12.5% of the given training data. Another 12.5%

was taken for a test set used to give them prelim-

inary results. For the final evaluation they where

given a new dataset of 944 unlabeled comments

which where drawn from discussions of different

show to avoid topical bias.

To replicate the results of Schaefer and Stede

(2021), we use huggingface, Wolf et al. (2019),

framework to fine-tune 2 BERT models of bert-

base-german-cased13, each focused on either sub-

task one or subtask two. The model is fine-tuned

for 75% of the training set for one epoch. The op-

timizer used is Adam, with a learning rate of 5e-5

and no weight decay. The rest of the hyperparame-

ters are left to the default setup of the TrainingAr-

guments for huggingface’s models. The models

are trained on a binary classification task, which

is done by loading in the BERT model as an Auto-

ModelForSequenceClassification with two labels

and fine-tuning it. Results from our replication and

the original paper can be found in Table 13.

Our attempt at replicating the results are success-

ful as we manage to get similar scores as reported

(Schaefer and Stede, 2021) and exceeding them

slightly in certain areas. Our results could proba-

bly be improved if we used some hyper-parameter

search with the left over 25% of the training data.

This experiment shows the advantage of using large

language models as the base for further model ex-

perimentation.

E.2 Climate Tweets

Schaefer and Stede (2020) focus on creating a new

Twitter-based dataset. The dataset contains 300

labeled German tweets containing the word ”klima”

(climate). The tweets where annotated for three

labels, those being argument, claim and evidence.

Part of the paper then explores a modeling approach

to evaluate the viability of this dataset on a set of

models. They use XGBoost as their primary model,

with the main difference being the features it is

trained on for the different models. The features

used are:

• Bigrams

• Pretrained BERT Embeddings

13https://huggingface.co/dbmdz/
bert-base-german-cased

• Uni & Bigrams

• Linguistic & Twitter Features

Unfortunately, they don’t report the hyperparame-

ters used by any of the models in the paper. They

train each model to do binary classification for one

of three targets: argumentative, claim detection,

and evidence detection. They report their results

with F1 macro weighted, precision and recall. To

replicate the results of Schaefer and Stede (2020)

we use a similar setup as explained. We use flair

as the framework Akbik et al. (2019) to generate

Pretrained BERT Embeddings (Akbik et al., 2018)

using bert-base-german-cased. We then use an XG-

Boost model that is trained on the embeddings 14.

Finally, we use grid search to optimize the hyperpa-

rameters over the dataset by doing three-fold cross-

validation. The final hyperparameters used are 15

estimators with a max depth of 1 and a learning

rate of 0.01. The rest are the default values used

by XGBRFClassifier. When generating the results,

we use 10 fold cross-validation as described in the

paper. The data contains labeled tweets from two

different annotations hence fourth expert 1 and ex-

pert 2, in their paper they don’t describe which of

these labels they use or if they combined them some-

how, therefore we did the experiment with both set

of annotations. Their annotations don’t agree and

their Cohen’s Kappa inter annotator agreements

are 0.53 for argumentative, 0.55 for claim and 0.44
for evidence. Results from our replication and the

original paper can be found in Table 14.

Due to them not being allowed to share their raw

tweets we had to fetch the original tweets from

their id, which results in a loss of tweets due to the

original being deleted. We therefore only had 212

tweets vs the original 300 for our model to train and

evaluate on. We did check if any major imbalances

had occurred compared to the original dataset, and

found no major changes in the balance of the tweets.

We therefore where training our models under sim-

ilar conditions to the original authors with the only

difference being size of data. This difference might

have impacted the result’s in our replication pro-

cess, but as we get very similar results compared to

the original paper, this impact is probably minimal.

We see that for evidence we have a large difference

in the results, which should be expected as this is

where the annotators disagree the most in their la-

beling, with expert 2’s annotations being the easiest

14https://github.com/dmlc/xgboost
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Subtask (ST) 2 Subtask (ST) 3
Approach F1 Precision Recall F1 Precision Recall

Unigram SVM (ST 2)/LR (ST 3) 0.671 0.665 0.688 0.654 0.667 0.688
Linguistic Features XGBoost (ST 2)/RF (ST 3) 0.670 0.681 0.664 0.693 0.710 0.685

BERT Emb (FT) Transformer 0.689 0.708 0.672 0.736 0.740 0.732
BERT Emb Transformer 0.669 0.701 0.640 0.722 0.758 0.690
BERT Emb XGBoost 0.669 0.685 0.654 0.717 0.736 0.698
BERT (FT) Classification (Replication attempt) 0.681 0.717 0.648 0.745 0.752 0.737

Table 13: Evaluation results from Schaefer and Stede (2021) and our replication. Emb: Embeddings. FT: fine-tuned.

Features Preproc F P R

Argumentative

Bigrams 1, p, s 0.8 0.75 0.86
BERT p 0.82 0.8 0.86
Ours (expert 1) 0.83 0.89 0.98
Ours (expert 2) 0.84 0.89 0.98

Claim

Uni- & Bigrams 1, p 0.79 0.78 0.82
BERT p 0.82 0.8 0.85
Ours (expert 1) 0.80 0.87 0.97
Ours (expert 2) 0.82 0.87 0.98

Evidence

Uni- & Bigrams 1, p 0.67 0.68 0.68
BERT p, s 0.59 0.59 0.62
Ours (expert 1) 0.61 0.66 0.43
Ours (expert 2) 0.67 0.69 0.78

Table 14: 10-fold cross validation results from Schaefer

and Stede (2020) and our replication. F: weighted F1

score. P: weighted precision. R: weighted recall. l:

lowercase. p: punctuation. s: stopword.

for the model to learn.
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