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NLP applications
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Debating

Pre-debate: both sides receive the motion and prepare 15 min
Moderator introduces the motion to the audience

Opening  Project Debater delivers the ‘government’ opening speech 4 min
speeches

Human debater delivers the ‘opposition’ opening speech and replies 4 min

Second
speeches

Summary
speeches

An autonomous debating system
Slonim et al. (Nature 2021)


https://www.nature.com/articles/s41586-021-03215-w
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Debating

INPUT
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Subsidize preschool

Topic expansion

I

Argument minin
Y 9 Debate construction

Data from a corpus of about 400 million articles

Redundancy removal
Corpus cleansing, Wikification, NER... o
Corpus-based Clustering Principled
Sentence-level indexing arguments arguments
_— <
Theme extraction
Claim detection
Content selection Rebutted
Evidence detection
arguments
: Expressive text t h <

Corpus-based
leads and

responses Opening speech
Opening speech
_ Sec_ond speech

Second speech

Summary speech

Summary speech

.

An autonomous debating system
Slonim et al. (Nature 2021)

Y

Argument knowledge base

Detect argument class

Authored text selection

Principled Sentiment

leads and key terms and

responses responses
Rebuttal

Speech to text

Lead/key-term detection

Response selection

Rebuttal construction


https://www.nature.com/articles/s41586-021-03215-w
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Fact checking

Examples of disinformation

False claims such as ‘drinking bleach or pure alcohol can cure the coronavirus infections’: on
% the contrary, drinking bleach or pure alcohol can be very harmful. Belgium’s Poison Control

Centre has recorded an increase of 15% in the number of bleach-related incidents.

1 (g‘ Conspiracy theories, such as the claim that coronavirus is 'an infection caused by the world’s
2| 25 . : : o . : .
; S elites for reducing population growth'. The scientific evidence is clear: the virus comes from a

family of viruses originating in animals that include other viruses such as SARS and MERS.

((( ))) Claims that '5G installations would be spreading the virus'. These theories had no specific

substantiation and led to attacks on masts.

pS://ec.europa.eu/iNto C-WOrkK-travel-eu/corongd 1S-TESPONSE/TIJNTUNJ -G NTOIrMation/taCKiing-corond 1S -0 N1OIrNMaton_en


https://ec.europa.eu/info/live-work-travel-eu/coronavirus-response/fighting-disinformation/tackling-coronavirus-disinformation_en
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Fact checking

Stance Veracity
Prediction Prediction

# — T
Topic | 5G Towers can spread ﬁ o
\ P)

A popular rumour doing the rounds of the @ \

news lately.... Q ! .

\ e J e/

A Survey on Stance Detection for Mis- and Disinformation Identification
Hardalov et al. (2021).



https://arxiv.org/abs/2103.00242
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Syntactic dependency representation

[{compound]\
v

Meaning representation and parsing

[Jcompound\J Y &conjj\[(cc)\

Strawberry jam and toast
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Meaning representation
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Example: UCCA

A Participant

P Process

H  Parallel Scene H L

L Linker 3
and

A /.\ P

4

Meaning

N\

representation

e T "
- -
e e - - == =

parsing
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Implicit meaning

Example: UCCA

A Participant
H Parallel Scene . v .
L Linker +
and
/ ) | F \ v P
IMPLICIT Meaning representation IMPLICIT -’ parsing
~ L7
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Implicit arguments

T

|

and

H

A A D P A U

AN A

IMPenerilMPGenre—basea Great service IMP ;cire—based AWESOMeE prices

Great service and awesome prices.

Refining Implicit Areument Annotation for UCCA

(Cui & Hershcovich, DMR 2020)

Great Service! Fine-grained Parsing of Implicit Aresuments
(Cui & Hershcovich, IWPT 2021)



https://aclanthology.org/2021.iwpt-1.7
https://aclanthology.org/2020.dmr-1.5
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Lexical and compositional meaning

/ ,S|A . \ //\/R/F )\
We  took our  vehicle in for a repair to the air conditioning

PRON V.VPC.full PRON.POSS N P DET N P DET N

v.Motion p.Possessor n.Artifact p.Purpose n.Act p.Theme n.Artifact

Comparison by Conversion: Reverse-Engineering UCCA from Syntax and Lexical
Semantics
(Hershcovich et al., COLING 2020)



https://aclanthology.org/2020.coling-main.264
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Coreference

[Lynyrd Skynyrd]; was tformed in Floridas.

L ] L I BN BN BN BN L ] [ I —_— e o m— m— —

Other bands from [the Sunshine State]s 1n-

clude Fireflight and Marilyn Manson.

On March 19, Obama continued his

rebuffed by the Iranian leadership.

Rewarding Coreference Resolvers for Being Consistent with World
Knowledge (Aralikatte et al., EMNLP 2019)



https://aclanthology.org/D19-1118
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Semantic roles

/RRGO\/ARG] | ARGO ARG
Nadine likes tea. She always drinks 1it.

¢?I°

COREF COREF

Joint Semantic Analysis with Document-Level Cross-Task Coherence Rewards
(Aralikatte et al., AAAI 2021)



https://arxiv.org/abs/2010.05567
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Investigating human language processing

EERT.mocel Sentence or word
W Representations
C ". [ T TN 1~
;Il;ljun;;v?ever >x alignment prior
he would ...” fMRI Decoder to intervention

Decoder > X0 alignment

post intervention

—»@’—Mlﬂ|u|<
N

X -
0 T I -
altered BERT if & >> 0,& was successful at

encoding brain-relevant bias

Does injecting linguistic structure into language models
lead to better alignment with brain recordings?
(Abdou et al., 2021)



https://arxiv.org/abs/2101.12608
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Question answering from knowledge bases

Lang. Question

En  Did Lohengrin’s male actor marry Margarete Joswig

He 01" 0N DY [NNNN N7 78 M0AN [N ONN
Kn o8’ 00 So0R Be3 &3°S 90 TWOX O A0 EEZsBRN©
Zh  Lohengrinf) B8 A% 45 | Margarete Joswigh3

SPARQL Query:

ASK WHERE { 7x0 wdt:P453 wd:Q50807639 . 7x0 wdt:P21
wd:Q6581097 . ?x0 wdt:P26 wd:Q1560129 . FILTER (
?x0 '= wd:Q1560129 )}

Multilingual Compositional Wikidata Questions | I I ‘ I

(Cui et al,, 2021)

WIKIDATA

16


https://arxiv.org/abs/2108.03509
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’H'}; ‘/ /7*‘ | 57'4;
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Resource disparity for languages

[—
=)
K

102

Labeled data (log)
"
=

[—
L=
—

100 10

The State and Fate of Linguistic Diversity and Inclusionin the NLP World

-
-

TR o o -

_.---———-————_,"h

Unlabeled data (log)

(Joshi et al., ACL 2020)

30/03/2022

18


https://aclanthology.org/2020.acl-main.560
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Social factors

NLP is for people (not just languages)

communicative goal
culture & ideology

social norm

social relation

speaker receiver

The Importance of ModelingSocial Factors of Language: Theory and Practice
(Hovy & Yang, NAACL 2021)

19


https://aclanthology.org/2021.naacl-main.49
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Dimensions of culture

Objectives and Values

A

Linguistic Form and Style

‘ Common Ground Theme: “Language Diversity: from Low-

Resource to Endangered Languages”

Challenges and Strategies in Cross-Cultural NLP ACL 2022

(Hershcovich et al., ACL 2022)



https://arxiv.org/abs/2203.10020
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Form (]

* Howwe express
ourselvesin language

Directness

 Morphosyntax, word
choice... Formality

» Stylistic aspects of Politeness
linguistic form:

Emotional expression
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Common ground A\

Shared knowledge based T
on which people reason
and communicate T
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Common ground A\

A+ . .
‘I love Lauren Collinss writing’ .' — Conceptuahsatlon

EEEEEEEEEEEEE

“HEN ’N ,:RENCH = Commonsense
[ D

n‘{: f-:;:bri‘.' ] ‘{. ,Ai,/

fa-n W= =

LOVE 'N A M \/etaphors
SECOND LANGUAGE

‘A brilliant book

= Storjes

= (|ichés

IIIIIIIIIII

Lawrom Collims -
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Conceptualisation

B 955G

leso

Visually Grounded Reasoning across Languages and Cultures
(Liu et al.,, EMNLP 2021)


https://aclanthology.org/2021.emnlp-main.818
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Colour

World Colour Survey

H
i SENEEEEEEEEEEEEEESEEEEEEEEEEEEEEEEEEEEEE
H ENEEREEE S ] ]
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Probing colour

CIELAB BERT, controlled context
|
. L
@ |
o 0

English BERT aligns with English-speaking Americans.
(What about others?)

Can Language Models Encode Perceptual Structure Without Grounding? A Case

Study in Color
(Abdou et al., CoNLL 2021)



https://aclanthology.org/2021.conll-1.9
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Differences in colour grounding

m
i EESEEEEESEEEEEEEEEEEEEEEENEEEEEEEEEEEEEE
i EEEEEEEEEENNNNNENEEENEEEEEEEEEEEEEEEEEEE

Nafaanra, a language of Ghana and Cote d’lvoire
A. 1978 system B. 2018 system

The evolution of color naming reflects pressure for efficiency: Evidence from

the recent past
(Zaslavsky et al., Journal of Language Evolution 2022)

27


https://www.biorxiv.org/content/10.1101/2021.11.03.467047v2.full
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Commonsense

"Commonsense is the basic level of practical
knowledge and reasoning concerning
everyday situations and events that

are commonly shared among most people.”

Commonsense Reasoning for Natural Language Processing
(Sap et al., ACL 2020 Tutorial)

1 e L

WA

& s = B b jg— e ORI T L
Bola basket (Indonesian) Mpira wa kikapu (Swahili) HEER (Chinese) Basketbol (Turkish) oL LILBSTLL 1D (Tamil)

Visually Grounded Reasoning across Languages and Cultures
(Liu et al.,, EMNLP 2021)



https://aclanthology.org/2021.emnlp-main.818
https://aclanthology.org/2020.acl-tutorials.7
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Commonsense

30/03/2022 29

Betore a wedding,

the bride...
BB— ..plans the wedding
® ... gets to know groom's family

... buys a dress

A funeral usually
takes place...

= ...in church or a funeral home
- ... at cremation / funeral grounds
==

’ ... at home

Towards an Atlas of Cultural Commonsense for Machine Reasoning

(Acharya et al., CSKGs 2021)


https://arxiv.org/abs/2009.05664
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Aboutness @)

What content do
people care about?

*Related to topic/domain

uuuuuuu

30/03/2022 30

Visual
concepts

Beer
reviews

News
generation
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Values

* Objectives and goals
people strive for

« What is considered
desired or desirable

Cultures and Organizations: Software of the Mind
(Hofstede, 1991)
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(Meta) values

* Whyare we doing NLP?

Accuracy

e Users may have different
goals, often implicit

Fairness

« Common meta-objectives

in NLP research culture Robustness

Interpretability
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Conflicting objectives?
_\é Researchers

[gj Practitioners ///\

" End-users

m Regulators
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Language technology for all (potential) users

External
programs,
reporting

Indigenous
values,
practices

Recognition
Space

Decolonising Speech and Language Technology
(Bird, COLING 2020)



https://aclanthology.org/2020.coling-main.313

TR o R e

Strategies

o =

JUL =
/ ==

i Y

DATA MODELS TASKS
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Data




o? UNIVERSITY OF COPENHAGEN 30/03/2022 37

Models

3] = U

TRAINING TRANSFER PRE-TRAINED
LANGUAGE MODELS
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Robust optimisation

Afro-Asiatic =
Austro-Asiatic -
Austronesian =
Basque —
Creole —
Dravidian -
Indo-European
Japanese =
Korean
Mande —
Mongolic -

Family

Niger-Congo
Pama-Nyungan =
Sino-Tibetan =
Tai-Kadai <
Tupian

Turkic

Uralic

{
—— b
¢

et o P, St Qe P, ¢ o

10*

| mrrrr II' 5
10
Sentences

10°

Minimax and Neyman—Pearson Meta-Learning for Outlier Languages

(Ponti et al., Findings 2021)


https://aclanthology.org/2021.findings-acl.106
https://aclanthology.org/2021.findings-acl.106
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Robust optimisation does not always work

Tamil Mandarin(¥{i1) Cantonese({3}E) English Malay Eng Malay HH;JI«I((I«I:I;E} X
[ Dey ] [ w0 men M paktor ][ always H makan M at J[kopitiam H one J
Hey y we date always eat at coffee shop <INTJ>

[ Standard English: “Hey, when we date we always eat at the coffee shop” ]

On Language Models for Creoles
(Lent et al., CoNLL 2021)



https://aclanthology.org/2021.conll-1.5
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Social bias in language models

30/03/2022

Models Demographics Alignment
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Sociolectal Analysis of Pretrained Language Models
(Zhang et al., EMNLP 2021)



https://aclanthology.org/2021.emnlp-main.375
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Knowledge bias in language models

Query Two most frequent predictions

en X was created in MASK. [Japan (170), Italy (536). ...]

de X wurde in MASK erstellt. |Deutschland (217)., Japan (70)....]
it X e stato creato in MASK. [Italia (167), Giappone (92), ...]

nl X 1s gemaakt in MASK. [Nederland (172), Itahié (50), ... ]

Multilingual LAMA: Investigating Knowledge in Multilingual Pretrained Language
Models (Kassner et al., EACL 2021)



https://aclanthology.org/2021.eacl-main.284
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Value bias in language models

For each of the following, indicate how important it is in your life. Would you say it is (read out and code one answer

for each):
Very important Rather important Not very important Not at all important
Ql Family 1 2 3 4
Q2 Friends 1 2 3 4
Q3 Leisure time 1 2 3 4
Q4 Politics 1 2 3 4
Q5 Work 1 2 3 4
Q6 Religion | 2 3 4
. ‘Ill\'\\
ey \ Y
\x ] ‘ ) E: CEEE
S RS
PR
N\ 74
A\ 4
World Values Survey
—— Bangladesh — Indonesia —— Malaysia —— Romania — Turkey
— Germany — lran —— Pakistan —— Serbia — Vietham
— Greece —— Korea South Philippines
XLM-R
10
0 - é
—
Corruption Ethical Val Happinessa  Migration Politilcal C Political | Religious ¥  Science and SECLIJrity Sociall Capi Social Valu

Probing Pre-Trained Language Models for Cross-Cultural Differencesin Values
(Arora et al.,, 2022)


https://arxiv.org/abs/2203.13722
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Implicit context

For each of the following, indicate how important it is in your life.

XLM-R

§/’ A

Open question: who is the implied speaker?



.? UNIVERSITY OF COPENHAGEN 30/03/2022 44

Cross-cultural translation

Bridging between cultures
as a task

Style transfer

Entity adaptation

‘T saw Merkel eating a Berliner from Dietsch

on the ICE” '

Isaw Biden eating a Boston Cream from
Dunkin’ Donuts on the Acela

Explanation by

Adapting Entities across Languages and aﬂalOgy
Cultures

(Peskov et al., Findings 2021)



https://aclanthology.org/2021.findings-emnlp.315
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Levels of granularity

 Linguistic variation within a "language"”
* Also appliesto cultures

»
-

‘Idiolect Sociolect, dialect Standardised language Language,

language family
Individual Social group or region Country
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Multi-granularity adaptation

Juror Selection

JUROR SHEET A
RACE Hispanic ~ (=)
cenoer  Female v ()

(%) hutt chavacierisiic

SEATS 4

Your jury compaosition

Jury Trends (Jury 43)

JUROR SHEETB

RACE Black v~ (O

AGERANGE  25-34 v (O +

- Add jurer

() Aad characieriniic et

SEATS 8

Your input example
This is an example comment entry. View jory
outcome -

GROUPBY  Jurorsheet ~

Jury Learning Results

Qutcome summary
JURY VERDICT

x Slightly toxic
(1.21/4.00)

95% of juries are between
0.21-183

Based on the median outcome
of 100 juries sampled from
your provided jury composition

DISTRIBUTION OF JURY OUTCOMES
Select a jury to view Jury Trends

ury auteame
 Selstted jury
suizame
L ]
o 1 3 a
Motatall  Slightly Moderately Very  Extremely
taxic taxic toxic toxic tosic

oJ uror Details

30/03/2022

SELECTED JURY (Jury 43)
Select a juror to view Juror Details

Bl

Nan-taxic

’

Average label

Slightly to
Moderately toxic
(1.65/4.00)

Juror sheet A — 4 of 12 jurors (Race: Hispanic, Gender: Female)

Label distribution

1 2

Prm e lsel by member
of seecied jury

8 abelers who malen his
juror shest and have this

Bredicied ishe

Other characteristics
Liesat [ren——
Political  comsrme LGBTQ e
affiliation s status Siscusi
orrer ot
Prekes rak 133y Preker not to 33y

@ View more characteristics

Jury 43, Juror By,
Predicted label Juror background
b4 RACE Black
e, GENDER Femsle
{112/ 4.00) POLITICAL AFFIL.  Independent
AGE RANGE 25-34
Comment Jurorlabel
this is an example comment 23
this is anather example comment 21
this is yet anather example comment 34
J

Average label

Not at all toxic
(0.43/4.00)

Juror sheet B — 8 of 12 jurors (Race: Black, Age Range: 25-34)

Label distribution

Predicted lste| by membe:
of seiected jury.

§ neiers who maten this
jurar shest and have s

sreditied e

‘ 11

Other characteristics
Ubera [rere—
Political  corseratie LGBTQ  teemscuis
affiliation  wsseracnt status s
oner omer

Proor rot i 52y Preter rotta sar

@ View more characteristics

Counterfactual juries

New jury composition  Jury verdict

Jury edits

Jury Learning: Integrating Dissenting Voices into Machine Learning Models

€y — Raee: Wikte,
Foitical AffEation:
Comervative

(0.87 ] 400)

D, —Race: Back,
Importance of refgion:
Nt Fmartant

(0.79/4.00)

E,E, — Age range
45-54, Importance of
igions Wery
mpartant

(0.63/4.00)

(Gordon et al., CHI 2022)

46


https://arxiv.org/abs/2202.02950
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Interim summary

NLP is for people (not
just languages)

Culture is
multidimensional

Objectives and Values O b.J eFtlyeS dare
| conflicting

’ Linguistic Form and Style
- Generalisation-
. representation trade-off
v Aboutness

‘ Common Ground



48

N
N
o
N
~
(90)
o
~
o
™M

COPENHAGEN

UNIVERSITY OF

Environmental

iderations

consl



30/03/2022 49

.? UNIVERSITY OF COPENHAGEN

Green NLP

AlexNet to AlphaGo Zero: A 300,000x Increase in Compute

10,000 =
1,000 <4 AlphaGo Zero
AlphaZero
100 - Neural Machine Translation ®
Neural Architecture Search
£ 7 7 Xceptiort T17 Dota 1vl
E i
E oe * DeepSpeech?2
-g 1+ 92Seq  * ResNets
E o1 4 * GoogleNet
2 : o AlexNet isualizing and Understanding Conv Nets
S * Dropo
S oo+ 2
.0001
00001 i i i i } ] |
2013 2014 2015 2016 2017 2018 2019
Year
Green Al

(Schwartz et al., Communications of the ACM 2020)


https://cacm.acm.org/magazines/2020/12/248800-green-ai/fulltext
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Climate awareness

——— public z
w 40- —— duration
- energy %
Q ----- location o
© 30- s p
% - - emission p
®
(@) 4
c //
E 20- 7
m
L
a
& .
© 10- e
“— .)'-'"
(@] /,.v"
R J—
N - M ML S A I YT T T e em et e
| | | I | |
2016 2017 2018 2019 2020 2021
Year

Towards Climate Awareness in NLP Research
(under review)



https://openreview.net/pdf?id=BlZxK_xWlz5
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8 climatebert distilroberta-base-climate-f T

Climate awareness

3 Fill-Mask () PyTorch % Transformers en  arxiv:2110.12010

# Modelcard ‘I- Filesand versions Settings

Climate performance model card

Minimum card

1. Is the resulting model publicly available? Yes

2. How much time does the training of the final model take? 8 hours

3. How much time did all experiments take (incl. hyperparameter search)? 288 hours

4. What was the energy consumption (GPU/CPU)? 0.7 kW

5. At which geo location were the computations performed? Germany
Extended card

6. What was the energy mix at the geo location? 470 gCO2eq/kWh
7. How much CO2eq was emitted to train the final model? 2.63 kg

8. How much CO2eq was emitted for all experiments? 94.75 kg

9. What is the average CO2eq emission for the inference of one sample? 0.62mg

Towards Climate Awareness in NLP Research
(under review)



https://openreview.net/pdf?id=BlZxK_xWlz5
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Climate awareness

Principles:

* Relevance

« Completeness
« Consistency

Transparency

Accuracy

+ Positive impact

Towards Climate Awareness in NLP Research
(under review)



https://openreview.net/pdf?id=BlZxK_xWlz5
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The collective action paradox

 Individual action cannot save the planet
 How can we make a difference?
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Greenwashing detection

* Financial reporting increasingly discuss climate
« Claims are false or not specific

Claim: 07% consensus on human-caused global
warming has been disproven.

Evidence: In a 2019 CBS poll, 64% of the US popula-

REFUTE tion said that climate change is a ""crisis""
or a ""serious problem"", with 44% saying
human activity was a significant contributor.

Claim: The melting Greenland ice sheet is already
a major contributor to rising sea level and
if it was eventually lost entirely, the oceans
would rise by six metres around the world,
flooding many of the world’s largest cities.

Evidence : The Greenland ice sheet occupies about 82%

SUPPORT of the surface of Greenland, and if melted
would cause sea levels to rise by 7.2 metres.

ClimateBert: A Pretrained Language Model for Climate-Related Text
(Webersinke et al., 2021)

Cheap talk and cherry-picking: What ClimateBert has to say on corporate climate
risk disclosures
(Bingler et al., Finance Research Letters 2022)



https://arxiv.org/abs/2110.12010
https://www.sciencedirect.com/science/article/pii/S1544612322000897
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Government funding for plant-based foods

« Denmark: climate agreement for food and agriculture
« "Central elementin the green transition”
« Consumerdemand is an essential component

https://fm.dk/media/25215/aftale-om-groen-omstilling-af-dansk-landbrug. pdf



https://fm.dk/media/25215/aftale-om-groen-omstilling-af-dansk-landbrug.pdf
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Historical Developments

Average amount of fruits and vegetables available per person
per year (kg)
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https://gateway.euro.who.int/en/indicators/hfa_446-3240-average-amount-of-fruits-and-vegetables-available-per-person-per-year-kg/visualizations/
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Historical precedence
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Argument mining for green nutrition

 Dietary preferences are hard to change:

* Perceptions of taste
* Knowledge and skills

 Existing interventions:
« Guidelinesand policies
« Everyday habits and convenience

« Work in progress: dataset and models for mining
arguments on Twitter

« Potential applications:
« Surveying public attitudes and exposing misinformation
« Generation of convincing arguments and nudging
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Opportunity for integration

 Cultural differences in consumer preferences

ZERD QUALITY DECENT WORK AND INDUSTRY, INNOVATION 12 RESPONSIBLE 13 CLIMATE 15 LIFE 1 7 PARTNERSHIPS
HUNGER EDUCATION ECONOMIC GROWTH AND INFRASTRUCTURE CONSUMPTION ACTION ON LAND FOR THE GOALS

w M i & 0O @ &£ &

Source: https://www.seges.dk/innovation-og-udvikling/landbrug_og_klima/white_paper



https://www.seges.dk/innovation-og-udvikling/landbrug_og_klima/white_paper
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Summary

@

Climate awareness will make efficient NLP
mainstream

‘ Efficient is not enough — net impact should
| be positive

Compliance and consumer

1S S QY



Thank you

danielhers.github.io
dh@di.ku.dk



