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Semantic Parsing

• Transforming natural text into a formal meaning representation

• e.g. Abstract Meaning Representation (Banarescu et al., 2013)

He saw his book. 

• Represents the meaning of a sentence as a graph
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Idea & Approach

• Understanding the logic in law is a major challenge in legal NLP

Can AMR help capture logical relationships?

- Theoretical analysis 
➔ might help with some logical relationship but not others

- Create model architectures utilizing AMR and run experiments 
on legal and logical reasoning tasks
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Tasks
• Multiple Choice 

CaseHOLD (Zheng et al., 2021)

- Court decision statement 
- Find the correct holding

LogiQA (Liu et al., 2020)

- Context & Question
- Find correct answer

Example of CaseHOLD
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Model trained on AMR graphs
AMRBART (Bai et al., ACL 2022)

• Based on BART (Lewis et al., 2020): a Seq2Seq denoising auto-encoder

• Further pre-trained on linearized AMR graphs

• Uses only AMR input
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Fusion Model

• Combine Text and AMR input

• Extract embeddings from PLMs

• Use concatenation 
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Results
CaseHOLD – Legal Reasoning

• Fusion model performs similar to base-line
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Results
LogiQA – Logical Reasoning

• AMR models underperform compared to base-line
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Error Analysis
Parser Quality

• Missing sentences in parsed AMRs

• Correlation between „missing information“ in parsed AMR & accuracy

8



Discussion
Performance

• Cross-domain AMR parsing is a known problem (Bai et al. 2022)
- domain specific pretraining
- fine tuning on in-domain silver AMRs

• Fusion Model: fusion mechanism too simple
- use co-attention layer (Siriwardhana et al., 2020)
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